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1. Overview
In what sense can logical omniscience be a normative ideal?  In the case of implicit beliefs, though this ideal is not something attainable by humans, it still serves an important function in providing a direction to our thought processes and a notion of approximation to the ideal can be implemented to judge the relative rationality of different deliberations.  With respect to explicit beliefs, I will argue that their logic should be as fine-grained as required by each individual's understanding but not more, and therefore fall somewhere between logical equivalence and complete syntactic differentiation.

2. Logic as an unfeasible model of thought
``It's just simple logic, that's all...''

 ``Oh, I hadn't thought of that!'', said Alice.

``Of course no, but you should have, you know. You should always think of everything.''

``I can't think of everything!'' replied Alice.

 ``I never said you could,'' replied Humpty Dumpty. ``I merely said you should.''

Smullyan (1982, pp. 98‑99).

There are many notions of logical consequence, from the stoic interpretations of conditionals to modern views of deduction as a rewriting process.
  The most popular approach nowadays is the one developed by Tarski. Tarski characterizes the set of logical consequences of a set of sentences Γ (in symbols, Cn(Γ)) as the set of sentences we can infer from Γ.
 This is meant to be a primitive notion that we can apply even to theories where a rigorous definition is not at hand.  The proof theory corresponding to the notion of inference has not been specified, nor how the underlying language looks. We even ignore  if we have conjunctions or the corresponding rule of simplification.  In spite of this freedom, logical consequence must meet several conditions.  Among these conditions Tarski mentions 

Axiom 3   If Γ  S, then Cn(Cn(Γ)) = Cn(Γ).

where S is the set of all our sentences.  Axiom 3 says that a set of consequences is a fixed point. This is not a trivial assumption since ``immediate'', ``one‑step'' or ``obvious'' inferences do not respect it. This axiom also means that our notion of consequence is not hindered by resource constraints (like bounds in time or space complexity). I call this the logical closure of the consequence operator.
 

Now, for many years we were told that logic was the science of the laws of thought, and especially the study of the laws that govern correct human thought.  But Tarski's demand for logical closure is at odds with any pretense of modeling real human thought, constrained as it is by time and space.  A common answer to this problem is to point out that the way humans think is irrelevant to the way humans should think.  In Kyburg's eloquent words, our theories are "not supposed to be a descriptive theory of how agents with weak flesh and hormone-laden blood actually behave."

It seems clear that we must distinguish the descriptive from the normative functions of logic  If a logical model of thought were a psychological description of actual thought processes, then it would not have normative force; it would be at most a subject of study for cognitive psychology.  Real thought processes fall short of logical adequacy for several reasons.

For non-sensitive tasks, small errors in inference might be more efficient or tractable. Precision can be very expensive, or downright unsuitable for a subject. Aristotle himself, writes that ``Our discussion will be adequate if it has as much clearness as the subject‑matter admits of, for precision is not to be sought for alike in all discussions, any more than in all the products of the crafts''.
  

Sometimes a logically faulty superficial structure can be needed for correct communication, as in common uses of double negation in English where the literally incorrect expression is the one that will not be misinterpreted.

Finally, people are so notoriously bad when reasoning with conditionals that to pass a Turing test (or simply to communicate with humans) computers will need to replicate human mistakes.
 They might just pretend to make errors, or they might really commit mistakes in order to ``blend'' with our fallible kind. Turing offered as an example of his question and answer method the following exchange:

Q: Add 34957 to 70764.

A: (Pause about 30 seconds and then give as answer) 105621.

Both the pause and the arithmetical mistake are critical to produce the impression of talking with a human.  Making mistakes is seen as ``human'' and ``understandable''.  The need for such strategies is not tied to an intrinsic human nature: a human pretending to be a machine also needs to avoid too much cleverness in areas where its counterpart is weak.  For instance, some students of Zamir Bavel tried in 1983 to fool Douglas Hofstadter into believing he was talking with a computer when in reality there were only other humans sending the messages.  Hofstadter, an ``unabashed pusher of the validity of the Turing Test'',
 became suspicious when the supposed computer exhibited ``too damn much cleverness''.

Conversely, there is little psychological reality in traditional logical analyses of arguments.  This has not improved even with the advent of automatic theorem provers that allow us to "implement" a logic. The problem is not our use of a machine to model mental processes. True that deductive data bases are commonly implemented employing computers, but the use of mechanical contraptions to model rational processes has a long tradition in logic. From Ramon Lull's Ars Magna to the recent Boyer‑Moore theorem provers there is a continuing line that includes the Stanhope Demonstrator, Jevon's Logic Machine, Lewis' Game of Logic, Marquand's Logic Machine and Annibale Pastore's surprising contraption to literally crank out tests of syllogistic figures.
 The problems are not silicon-based; they lie deeper, in the core of basic assumptions accompanying our efforts to model rationality.  

Many of these assumptions have to do with the capabilities of the reasoning agents and go beyond the limits of psychological plausibility.  A paradigmatic case is the assumption of logical omniscience, that is, the assumption of the logical closure of an agent's beliefs.  This assumption is frequently made so we can attribute non-stated beliefs to others  ``for lack of an  alternative that permits a system to conclude that other agents will make all the inferences that seem to be obvious''.
   Unfortunately, there is no psychological reality to explicit logical omniscience.  Even ``ordinary belief contexts notoriously resist closure under most logically valid inferences''.
  It has even been argued that properties like consistency or logical closure are neither possible nor desirable for human rationality.
  Let us explore this possibility for a moment.

Rationality is supposed to tell us what we ought to believe on the basis of a given body of evidence.  But what rationally follows from a given set of beliefs might not be what follows from it according to classical logic.  The reason for this schism between classical logic and rationality lies in the fact that rationality must take into account constraints in our situation that have no logical import.  Considerations of mercy, justice, or interest might rationally bend the iron bar of logic.  And there are abstract grounds too for these restrictions. There are infinite tautological propositions that can be logically inferred but which we can not actually infer.  We ought to infer all of them in some logical sense, of course.  But, if an ought implies a can, it is dubious that we ought to infer them in any epistemological sense.  It might not be rational even to try, given our constrained situation.

3. Logic implicit, logic explicit
 I take nondeductive support to be a matter 

of logic, and not a matter of psychology.

 Kyburg (1994, p. 108).

Many authors have defended the demand of logical omniscience in our models of valid thought as a rational idealization of psychological states.
 But, more interestingly, it has also been considered a real property of logical capabilities.  Perhaps classical logic is not describing a "topos ouranos" kind of logic, ideal beyond our reach and disconnected from daily reality.  Perhaps logic describes part of what happens when our limited reasoning functions correctly.  It is just that it describes what implicitly happens.

The distinction between implicit thought or beliefs and explicit ones is not easy to make, but there seems to be an assumption of implicit beliefs in folk psychology explanations of other people's behavior.  Against this view, it has been contended that we do not refer to an implicit body of rules or principles or propositions to explain human behavior: we simply use ourselves as a model for the person whose behavior we try to explain.  Whether we attribute implicit knowledge to other agents or not in our daily‑life explanations and predictions of behavior, the problem remains: Would it be psychologically plausible to make such attributions?  In some cases at least, the answer seems to be yes.  When somebody believes a conjunction (P and Q) it is plausible to say that, even if that person has not considered explicitly the question of the truth of P, implicitly she is committed to P.  This commitment might take the form of dispositions to have certain mental states or to engage in certain kinds of behavior.  Whichever way we cash it out, there is a plausible psychological sense in which some beliefs can be said to be implicit in the belief state of somebody.

Classical logic models some sense of implicit beliefs.  This sense might not be any of the psychologically pertinent ones, but it can be defended as an important feature of real thought processes.  For instance, there seems to be a plausible connection between the classical logical closure of  and the beliefs of a human that goes like this:

Γ  Δ ,   Believesexplicitly(h, Γ)

_____________________________

Believesimplicitly(h, Δ.}

Because of this, the psychological reality of logical closure can be overlooked, in the following sense:  though this ideal is not something attainable by humans, the commitments it describes are real enough and ties the logical demands with the extra-psychological world.  Therefore, a notion of approximation to the ideal can be implemented to judge the relative rationality of different deliberations.  

Unfortunately, logic has not only been offered as a normative ideal but also as a model of the way correct reasoning works.  

But, what is an implicit belief?  The distinction between implicit and explicit knowledge (and therefore belief) goes back to Aristotle, who opened the  Posterior Analytics examining the problem of implicit deductive knowledge.
  Rejecting Plato's analysis of learning as recollection in the Meno, Aristotle preferred to say that we can know something as included in a universal formulation, and yet not know it as a particular instance derivable from that universal. We know all triangles have angles equal to two right angles, and yet we do not know, for each specific possible triangle, that such is the case. Our knowledge is can be only of the general, with the universal quantifier inside the epistemic modality: ``Know  x (Fx)'', and not ``x Know (Fx)''. 

Levesque proposes to use Relevance Logic as the logic of explicit beliefs.  So, from a set of beliefs of an agent A we can attribute as explicit beliefs what relevantly follows by commutativity, associativity and distributivity of & and v, De Morgan laws, double negation and addition.  Also, we believe conjunctions made out of other explicit beliefs.

Levesque's proposal is well motivated and offers a nice system where we can have operators to signal both implicit and explicit belief.  I has a situation-like semantics that allows for over- and under-determined situations (they may support both the truth and the falsity of some propositions and not support neither the truth nor the falsity of others).  By supporting the truth and the falsity of the same proposition P, a situation might support {P, P  Q} without need to support Q; therefore beliefs are not closed under modus ponens.  On the other hand, since a situation might not decide between P and -P, valid sentences like P v -P need not be believed.  Therefore a logical equivalent like Q & (P v -P) to a belief Q need not be believed.  Finally, beliefs can be inconsistent without every sentence being believed since a situation can be over-determined and support P and -P, yet be under-determined with respect to Q.

4. Re-identifying beliefs
Is it possible to have a logic if the interpretations of the

 logical constants are allowed to vary with each model?

Muskens (1992, p. 53).

Now, it is not clear whether it is good to be prevented from equating B(p) ("p is Believed") with B[(p&q) v (p&-q)] while we allow B(p)=B(p&p&p&p&p&p&p&p&p&p&p&p&p).

For some people the first equivalence, under reflection or not, might appear as intuitive while the second one would appear as most unintuitive.  But here we walk into the still uncharted region of people's re-identification mechanisms.  In other words, we are talking about identity of beliefs clad in different syntactic terms.  For Levesque, the belief in P&Q is the same one as the belief in Q&P: "it is not that there is an automatic inference from one belief to another, but rather two ways of describing a single belief".

The problem, at least in part, is good ol' Leibniz's Law of the identity of indiscernibles.  Surely we can discern between the syntactic entities "P&Q" and "Q&P";  otherwise, our commutative law for & would be useless.  But, what about the beliefs those two conjunctions describe?  Can we say different things about them?  In a sense, yes, because even if we recognize each one as a simple variant of the other, a recognition that involves reasoning will also involve time.  As Muskens puts it, "there may be a split-second where the necessary calculation has yet to be made".
   To believe P is not the same as to come to the realization that P and the split-second allows us to distinguish between truly explicit beliefs and those that we readily accept upon reflection.  As a consequence, Muskens ends up attributing a different meaning (Sinn) to each syntactic expression.

But now we swung completely away from classical logic's identification of logical equivalents and into an extremely fine-grained model just as implausible.  People do not identify all logical equivalents, but they do not distinguish all of them either.  Are we to achieve the golden mean like Levesque via some paraconsistent logic?  It is tempting to resort to some such logic that allows just enough transformations without demanding too much of the believers in terms of re-identification of beliefs under sundry syntactic clothings.  But, what are we going to do with identifications like B(p)=B(p&p&p&p&p&p&p&p&p&p&p&p&p) which seem to strain our processing capabilities?   I intend to argue that our logic of explicit beliefs should be as fine-grained as each individual's understanding demands but not more, and therefore normally fall somewhere between complete syntactic differentiation and logical equivalence classes.

What we need then is a kind of two-dimensional logic operating over ordered pairs of the form  <sentence, guise-of-sentence>.
  Each semantic guise of the syntactic sentence defines an equivalence class made out of "mental equivalents".  There should be no unique function from situations to these ordered pairs, but from ordered pairs of situations and individuals.  Syverson noticed that this goes beyond the original motivation for epistemically-based worlds and preferred to maintain an awareness function dependent on situations only.
  I prefer the more complicated function which I judge more realistic.  In a sense I'm generalizing for propositions what is done for individuals in Syverson's semantics, where an individual in a world is modeled as a set of individuals of the domain D of possible objects: "individuals in D are distinguished in the language but might not be in a particular world".

So, for a given <individual, situation> pair, perhaps p&q=q&p, and perhaps not.  Logical constraints work over the sentences, but only sets of psychological constraints hold over their "guises".  And, yes, the constraints are as "arbitrary" as human minds are.  But the model that reconstructs these constraints is not arbitrary itself, since it must obey the psychological constraints.
  How fine-grained might the filter be will depend on each individual and each situation.  At the limit, simple typographical variants will result in different epistemic attitudes.  The fact that not all of P^Q, P.Q, PQ, KPQ, P&Q, will receive the same truth value is about as surprising as the fact that coreferential phrases change the semantic value of propositions when interchanged.
  

Strictly speaking, there are no other universal "awareness"-preserving rules than those of the form

Φ, Ψ, Χ
_______

Ψ
that is, those where the recognition does not have to go thru any syntactic transformations.   And even this depends on Φ, and Χ not changing the meaning of Ψ due to their proximity.  Possibly piecemeal ad hoc familiarity is best captured as syntactic sets of sentences but, again, the psychological constraints give substance to the syntactic constraints and also prompt their change.  This way, perceptual changes can be fruitfully modeled as functions from sets of constraints to sets of constraints.  An example of possible constraints are the bounds in processing power.  We can see when one or two or three iterations of a simple logical operation can be acceptable, while thousands of such iterations are not.  In an interesting proposal, Shapiro calls the information retrievable by a system within its resource limits explicit beliefs, and the information retrievable given an arbitrary amount of resources implicit beliefs.
   We need to take into account time and memory resources to the extent that changes in resources correspond to changes in sets of constraints.
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     �See Araya�Rodríguez (1990, p. vi). Brown's Fundamental Deduction Principle says that deduction is essentially a process of replacing expressions with logically equivalent expressions (Brown (1986d, p. 117); quoted in Araya�Rodríguez (1990, p. 3)).


     �Tarski (1930a). Strictly speaking, Tarski in parts of this article is talking about types of sentences, but he disregards this non�essential nuance and so will I. He later came to favor defining deductive systems in terms of the set of all logically valid sentences (as a primitive notion) instead of Cn. See Tarski (1935, p. 344).


     �Konolige (1986, p. 242) calls it more precisely "consequential closure".


     �Kyburg (1994, p. 112).


     �Aristotle, third paragraph of Book I of the Nicomachean Ethics, translated by W. D. Ross.


     �Mike Dunn called my attention to this.


     �Turing (1950, p. 55).


     �See Hofstadter (1985, p. 525).


     �Hofstadter (1985, p. 519).


     �For a delicious account of these and many others attempts, see Gardner (1983).


     �Moore (1986, p. 81).


     �Asher (1986, p. 127). 


     �See for instance Darmstadter (1971).


     �E. g., Arló Costa (1987, p. 37).


     �A similar passage can be found near the end of the Prior Analytics.


     �Levesque (1984, p. 201).


     �Levesque (1984, pp. 200-201).  The use of impossible or non-normal worlds (I prefer to call them "freely doxastic") is basically similar in Rantala, Levesque (1984), Vardi, Fagin and Halpern, and Van der Hock and Meyer, as shown by Wansing (1992) and Thijsse (1993).  On this, see Muskens (1992, p. 55).


     �Levesque (1984, p. 201).


     �Muskens (1992, p. 53).


     �Muskens (1992, p. 61).  He uses a Church-Montague-style type theory to formalize this intuition.


     �With a tip of the hat to Hector-Neri Castañeda.


     �Syverson (1994, pp. 111-112).


     �Syverson (1994, p. 113).


     �Konolige (1986, p. 245) failed to notice that the fact that an awareness filter is purely syntactic this does not mean it is arbitrary.


     �Muskens (1992, p. 56) is scandalized by the fact that renaming a logical constant is enough to change our doxastic attitude towards a sentence in which it appears.


     �See Shapiro's contribution to Anderson, Belnap and Dunn (1992, p. 561).
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