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Opacidad epistémica

[A] process is epistemically opaque relative to a cognitive agent S at time t
just in case S does not know at t all of the epistemically relevant elements of
the process (Humphreys 2009, 618)
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Opacidad epistémica

[A] process is epistemically opaque relative to a cognitive agent S at time t
just in case S does not know at t all of the epistemically relevant elements of
the process (Humphreys 2009, 618)

“For a mathematical proof, one agent may consider a particular step in the proof to be an
epistemically relevant part of the justification of the theorem, whereas to another, the step is
sufficiently trivial to be eliminable. [...] Within the hybrid scenario [i.e., algorithms], no human can
examine and justify every element of the computational processes that produce the output of a
computer simulation or other artifacts of computational science [...] Many, perhaps all, of the features
that are special to simulations are a result of this inability of human cognitive abilities to know and
understand the details of the computational process” (2009, 618)
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Opacidad epistémica
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a particular step in the proof
Within the hybrid scenario [i.e., algorithms]
every element of the computational processes that produce the output of a
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Opacidad epistémica

«  Naturaleza del proceso y elementos del proceso: instanciacién de variables, llamadas a
funciones, sentencias condicionales, operaciones aritméticas y |6gicas, manejo de errores,
estructuras de datos, pero también practicas, métricas; “one may have excellent reasons for
holding that a particular parametric family of models is applicable to the case at hand, yet have
only empirical methods available for deciding which parametric values are the right ones” (2004,

150)

«  Falta de capacidad de inspeccién de S: los algoritmos y los procesos computacionales son cajas
negras.

«  Pertinencia de los elementos epistémicos relevantes son con el propdsitos de justificar el
resultado

z;
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De opacidad a transparencia

“If we think in terms of such a process [i.e., algorithms] and imagine that its stepwise computation
was slowed down to the point where, in principle, a human could examine each step in the process,
the computationally irreducible process would become epistemically transparent.

" (Humphreys, 2004, 150)
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Opacidad y Transparencia

Creel: "opacity and transparency are two sides of the same coin: opacity is a lack of transparency and vice versa”
(2020, FN2)

Boge: “I take it for granted that epistemic opacity is relative to an agent and involves a lack of knowledge [...]

h-opacity may concern all three forms of transparency in complex computational systems identified by Creel”
(2022, 15. FN 18)

Lipton: “Informally, transparency is the opposite of opacity or “black-boxness.” It connotes some sense of
understanding the mechanism by which the model works” (2017)

Zerilli's fathomability (2022)
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1 Introduction
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Transparency in Complex
Computational Systems

Kathleen A. Creel*t

Scientists depend 00 complex ystems that are oficn ineliminably opague,
e de Some phi-
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1. Introduction. Scientists depend on complex computational systems to
process their big data, but these systems are not always transparent. Phys-
icists within the Lange Hadron Collider’s (LHC) Compact Muoa Solenoid
working group are considering using deep learning algorithms 10 sort par-
ticle collision events and discard the uninteresting ones (Duarte et al. 2018).
The new algorithms for doing so, while faster than the old, are

enough that their decisions cannot be reconstructed in terms of why some
cvents were interesting and thus saved and why others were discarded
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Abstract

In this paper | argue that the search for explainable models and interpretable deci-
shons in Al must be reformulated in terms of the broader project of offering a prag-
matic and naturalistic account of understanding in AL Intuitively, lhepupoueo(
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Artificial intelligence and the value of transparency

Joel Walmsley'
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also allows us 1o relax the factivity condition on ion, which is i

1o fulfill in many machine Jearning models, and 10 focus instead on the i
coaditions that determine the best fit between a model and the methods and devices
deployed to understand it. After an examination of the different types of under-
standing discussed in the philosophical and psychological literature, 1 conclude that
inlerpretative or approximation models not only provide the best way 10 achieve the
objectual understanding of a machine learning model, but are also a necessary con-
dition 10 achieve post hoc interpretability. This conclusion is partly based on the
shoricomings of the parcly functionalist approach to post hoc interpretability that
seems to be predominant in most recent literature.
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1 Introduction
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; Como obtenemos transparencia?

Table 2. Summary of Methods for Opening Black Boxes Solving the Model Explanation Problem
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Transparency reports: arrests

Quantitative Input Influence (Qll) measures the influence of (sets of)

input on a quantity of interest —understood as representing a property girthH‘{eir ol
. rug History one

of the behavior of the system. Smoking History None
Census Region West

Race Black

Gender Male

Mr. Z: [...] is from the arrests dataset. History of drug use and smoking are both (a) Mr. Z’s profile

strong indicators of arrests. However, Mr. X received positive classification by this 04
classifier even without any history of drug use or smoking. On examining his classifier, 5 03
it appears that race, age and gender were most influential in determining his a
outcome. In other words, the classifier that we train for this dataset (a decision forest) a 02
has picked up on the correlations between race (Black), and age (born in 1984) to g sal : 5 T Y.
E o
infer that this individual is likely to engage in criminal activity. Indeed, our g
interventional approach indicates that this is not a mere correlation effect: race is 2 oo
o
actively being used by this classifier to determine outcomes (Datta et al, 2016, 609) 3 oa
-0.2

ol &8 Kd O 5 3
Q 1\ & S <§ &

(b) Transparency report for Mr. Z’s positive classification

4 "
TU Delft Fig. 6: Mr. Z.



Transparencia/interpretabilidad

*  Requiere "abrir” el algoritmo

i.e., rastrear el “path-dependency” de un resultado (Duran, 2021)

«  Lajustification es asegurada mediante un third-party algorithm:

]
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Interpretable predictors
Algunas formas de XAl (e.g., post-hoc explanation)

Transparency reports (e.g., Qualitative Input Influence)
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; Como se justifica via transparencia?
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Transparencia y evidencia(lismo)

Kroll et al. “In algorithmic systems, transparency provides the evidence needed to assess the system’s fairness
and accuracy. Without transparency, stakeholders are forced to accept or reject results without the supporting
evidence necessary to form justified beliefs about those outcomes.”

Vallor: “Transparency is key to fostering epistemic trust in artificial intelligence. Only when the reasons behind an
algorithm'’s decisions are clear can people form well-supported beliefs about its reliability and fairness. In this
way, transparency contributes to justified trust in algorithmic processes”

O'Neil: “Transparency allows people to see and evaluate the reasons embedded in algorithms, supporting a
reasoned belief in their fairness—or exposing biases. Without such transparency, beliefs about an algorithm’s
fairness are based on faith rather than evidence.”

%
TUDelft
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Transparencia y evidencia(lismo)

Creel about Post Hoc Explanation and LIME: "because the diagnostic systems do not give an explanation or
reason for the diagnosis, doctors often deem them untrustworthy and avoid them. Applying LIME to such a
system gives doctors a rationale for the existing system’s diagnoses. Because of the nature of the algorithms
used, however, the diagnostic systems did not already contain those reasons in human-understandable form.”

Burrell: "One approach to building more interpretable classifiers is to implement an enduser facing component to
provide not only the classification outcome, but also exposing some of the logic of this classification. A real-
world implementation of this in the domain of spam filtering is found in Google’s gmail ‘spam’ folder. If you select
a spam message in this folder, a yellow alert box with the query ‘why is this message in Spam?’ above the text of
the email itself provides one reason why it has been placed in this folder”

%
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Justificacion via Transparencia (a sketch)

http://bridgethevoid.blogspot.com/
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Justificacion via Transparencia (a sketch)

Evidencia

Justificacidon
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Puntos clave sobre transparency

¢ Qué?: Transparencia se opone a opacidad mostrando los elementos epistémicamente relevantes internos al
algoritmo —i.e., reduce la falta de conocimiento de cémo el output se generd

«  NB: transparencia es una epistemologia interna-al-algoritmo
¢Coémo?: XAl, Transparency reports, decision trees, saliency maps, LIME/SHAP

¢Por qué?: Transparencia forma creencias a través de evidencia que el output es:

. Creible, confiable, verdadero, cientificamente vélido, correcto, representa, etc.

25



;Por qué transparencia es inadecuada para justificar?
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§1 Transparency regress
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Transparency regress
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Transparency regress
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Transparency regress
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Transparency regress
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Transparency regress
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Transparency regress
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Solution: Level-0 Transparency
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Level-0 Transparency: |IPg

IPo, external to ¢, transparent, which provides supporting evidence to
believe ¢, which in turn provides reasons to believe that O

Guidotti et al (2018)
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Level-0 Transparency: Agnostic models

IPo, external to ., transparent, provides supporting evidence to

AN

‘ “j o‘; A = believe that O
moﬂ i—"'a@,ig VKl
4 Model agnostics such as LIME
: '?
T
)/
l\\
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Level-0 Transparency: Interpretability

A itself transparent gives supporting evidence to believe that O

Interpretable models — Rudin (2019)
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Level-0 Transparency

-
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SHAP/LIME

Interpretable models
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§2 Selt-justification
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Self-justification

Genera
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Self-justification
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Self-justification
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Evidencia
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Self-justification: an analogy

Genera

))

Evidencia 1y
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Saliency maps

Test image Evidence for animal being a Siberian husky Evidence for animal being a transverse fiute

Explanations using
attention maps

Fig. 2| Saliency does not explain anything except where the network is looking. We have no idea why this image is labelled as either a dog or a musical Rudin 2019 209
instrument when considering only saliency. The explanations look essentially the same for both classes. Credit: Chaofen Chen, Duke University ( uain, ' )

Este ejemplo muestra como hay una circularidad en la justificaciéon. La evidencia que apoya la tesis que
es un Husky no tiene prioridad epistémica sobre la evidencia que apoya la tesis que es una flauta
traversa. Transparencia no provee razones suficiente sobre los méritos de un conjunto de funciones sobre
la otra.
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Justificacion y Transparencia

T-Regress lleva a una pardlisis epistémica: si una creencia require una serie infinita de justificaciones,
desembarcamos en un escepticismo puesto que ninguna creencia puede establecerse

Self-Justification lleva a un aislamiento epistémico: el sistema de creencias estd completamente aislado de
critica externa pues la justifcacion es auto-referencial.

47



]
TUDelft

Relajando la definicién
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Transparencia contextual

Zednik: “rendering an opaque system transparent [...] require[s] knowledge of the environmental patterns and
regularities that are being tracked and of the abstract representational structures that are tracking them”

Burrell: “In this emerging critique of ‘algorithms’ carried out by scholars in law and in the social sciences, few have
considered in much depth their mathematical design. Many of these critics instead take a broad socio-technical
approach looking at “algorithms in the wild.” The algorithms in question are studied for the way they are situated
within a corporation, under the pressure of profit and shareholder value, and as they are applied to particular real-
world user populations (and the data these populations produce). Thus something more than the algorithmic
logic is being examined.”

]
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Self-justification
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Informacion
contextual externa
al algoritmo
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Transparencia contextual
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Transparencia contextual

- Elamige de la transparencia todavia necesita hacer lo siguiente:

1. Dado que transparencia contextual no da respuesta a T-Regress y/o Self-justification, entonces se provee
de un argumento que tenga a la transparencia como epistemologia fundacional

2. Demostrar cémo informacion contextual justifica SIN convertirse en la base primaria de justificacion (ya
que nuestro amigue quiere mantener una epistologia internalista al algoritmo)—NB: 1. Todavia espera
una solucién, pues es un problema para cualquier epistemologia internalista

3. Admitir que informacién contextual tiene méas peso justificatorio que la légica interna del algoritmo. Esto
implica reconocer que una epistemogia internalista es defectiva e inadecuada y que es necesario
cambiarla por una epistemologia externalista.

1. El segundo paso es mostrar cémo informacion externa (mas informacién internal) justifican

%
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.Y ahora?
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De opacidad a transparencia

“If we think in terms of such a process [i.e., algorithms] and imagine that its stepwise computation
was slowed down to the point where, in principle, a human could examine each step in the process,
the computationally irreducible process would become epistemically transparent.
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De transparencia a tiabilismo (reliabilism)

What this indicates
is that the practical constraints we have previously stressed, primarily the need for computational
speed, are the root cause of all epistemic opacity in this area. Because those constraints cannot be
circumvented by humans, we must abandon the insistence on epistemic transparency for
computational science. What replaces it would require an extended work in itself, but the prospects
for success are not hopeless.” (Humphreys, 2004, 150)

4
TUDelft )



Mesth 1o Machioes (27
Sepridolany/10 1007

;eas et
20185e814

®

Grounds for Trust: Essential Epistemic Opacity
and Computational Reliabilism
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Abstract

Several philoscphiical issocs in conpection with computer simulations rely 0n the
assumption thet resalts of simalations are trustworthy. Examples of these inclode
the debate on the experimental role of computer simudations (Parker in Systhese
165(3):483-496, 2009; Morrison in Philos Sted 143(1):33-57, 2009), the natere of
computer data (Barberousse and Varms, in: Durkn, Arsold (eds) Computer simula
tions and the changing face of scientific experimentation, Cambridge Scholars Pub.
lishing. Bascelona, 2013; Memphreys, in: Durkn. Arnold (eds) Computer simulaticas
and the changing face of scientific experimentation, Camibridge Scholars Publish.
ing. Barcelona, 2013). aad the explanatory power of computer simulations (Krobs in
lat Sead Phalos Sci 22(3):277-292, 2008; Durke i It Stud Philos Sci 31(1):27-45,
2017). The aim of this article 15 to show that these wschors are right in asseming
that resubs of competer simul 10 be trasiod when ¢ lat
reliable prosesses. Afier & short reconstruction of the problom of epistemic epacity,
the article claborates extensively on compunrional reikabilim, & specified form of
process reliabilism with computer simulations Jocated at the center. The article cads
with a discussion of four soarces for computational retiabilism, ramely, verification
and validation, robustness analysis fior computer simslations, a history of (unjsuc
cessful implementations, and the role of expert knowledge in simulations.

Compuser smalation - Relabilism - Epistemic opacity - Verisication and
validation - Robustaess analysis - History of success - Expert knowlodge

Beyond transparency: computational reliabil
as an externalist epistemology of algorithms

forthcoming in

Philosophy of Science for Machine Learning: Core Issues and 1
Perspectives - Juan M. Durdan and Giorgia Pozzi (eds.)

Synthese Library

Juan M. Durdn

Abstract This chapter examines the epistemology of algorithms, framing 1
cussion as a question of epistemic justification. Current approaches empha
gorithmic transparency, which involves elucidating internal mechanisms—
functions and variables—and demonstrating how (or that) these compute ¢
Thus, the mode of justification through transparency is contingent on w!
be shown about the algorithm and, in this sense, is internal to the algori
contrast, I propose an externalist epistemology of algorithms called compui
reliabilism (CR). While I have previously developed CR in the context of cc
simulations ([60, 74, 12]), this chapter extends the framework to a broader r
algorithms used across scientific disciplines, particularly in machine learn
deep neural networks. At its core, CR posits that an algorithm’s output is j
if it is generated by a reliable algorithm, where reliability is determined b
bility indicators. These indicators arise from formal methods, algorithmic r
expert competencies, research cultures, and other scientific practices. The cl

primary objectives are to delineate the foundations of CR, explain its operauonai
mechanisms, and outline its potential as an externalist epistemology of algorithms.

1 Introduction

‘The use of algorithms for scientific purposes is delivering remarkable results. A cou-
ple of examples will suffice to illustrate this. In molecular biology. AlphaFold can
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Abstract
In a reliabilist epistemology of algorithms, a high frequency of accurate output repre-
sentations is indicative of the algorithm’s reliability. Recently, Humphreys challenged
this assumption, arguing that reliability depends not only on frequency but also on
the quality of outputs. Specifically, he contends that radical and egregious misrep-
resentations have a distinct epistemic impact on our assessment of an algorithm’s
reliability, regardless of the frequency of their occurrence. He terms these statistically
insignificant but serious errors (SIS-Errors) and maintains that their occurrence war-
rants revoking our epistemic attitude towards the algorithm’s reliability. This article
seeks to defend reliabilist epistemologies of algorithms against the challenge posed
by SIS-Errors. To this end, I draw upon {
and articulate epi i
and thus preserve algorithmic reliability.
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1 Introduction

In 2009, there was a short-lived debate ab
tions in the scientific domain. Frigg and
novel, computer simulations did not cons
lutionary departure from everything that p|
(Frigg & Reiss, 2009, 601). In response,
in the context of computer science that beal Juan Manuel Duran
One of these issues is epistemic opacity. S
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Epistemic Opacity and Epistemic Inaccessil

lity
In this paper | shall revisit the concepts of epistemic opacity and essential epistemic
opacity with the hope of clarifying and elaborating those concepts. | shall begin with a

clarification of the definitions and relate the concept of epistemic opacity to that of epistemic

inaccessibility. | then introduce and describe representational opacity, including three
distinctions between types of representation and argue that this is an important source of
opacity in some deep neural networks. Next, | proceed to an examination of other sources of
epistemic opacity, some of which follow from differences between applied and pure
mathematics. Then, after looking at some related concepts, | conclude with some ways in which
opacity can be ameliorated.
1. Introduction.

As a reminder, here are the two definitions of epistemic opacity as formulated in
Humphreys 2009:
A process is epistemically opague relative to a cognitive agent X at time t just in case X does not
know at t all of the epistemically relevant elements of the process
A process is essentially epistemically opaque to X f and only i it is impossible, given the nature
of X, for X to know all of the epistemically relevant elements of the process.

Anumber of commentators have noted that these definitions apply to processes that
are not computational, such as the workings of sophisticated scientific instruments. That is
correct and to appreciate the differences between epistemic opacity and what | shall call

epistemic inaccessibility it is important to recall the context in which epistemic opacity was
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Abstract
Deep learning (DL) has become increasingly central to science, primarily due to its
capacity to quickly, efficiently, and accurately predict and classify phenomena of sci-
entific interest. This paper seeks to understand the principles that underwrite scientists’
epistemic entitlement to rely on DL in the first place and argues that these principles
are philosophically novel. The question of this paper is not whether scientists can be
justified in trusting in the reliability of DL. While today’s artificial intelligence exhibits
sti 1o both scientific and scientific experts, this paper
argues that the familiar epistemic categories that justify belief in the reliability of
instruments and experts are distinct, and that belief in the reliability of DL cannot be
reduced to either. Understanding what can justify belief in Al reliability represents an
occasion and opportunity for exciting, new philosophy of science.
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Abstract

Issues of reliability are claiming center-stage in the epis-
temology of machine learning. This paper unifies different
branches in the literature and points to promising research
directions, whilst also providing an accessible introduction
to key concepts in statistics and machine learning - as far as
they are concerned with reliabiliy.

1 | INTRODUCTION

Machine learning models often achieve impressive accuracy under training conditions, but fall n spectacular or
unexpected ways when they are deployed in real-world settings s there some way 1o guarantee that predictive

accuracy in which models In other words: can we be
justifed in relying on machine learning models on the basis of their performance in traning?

The underlying challenge s that there are various threats to relabily, arising at the time of () model

model,
Concerning (), unlike models,there is no ®
why and when state-of-the-art madels such a5 deep neural well s for (i,

models in or to d they

can be fooled by humanly imperceptible manipulations to the data. Regarding (i, one basic fssue s to aign the
model output with the existing epistermic norms in a given domain, which often involves aggregating the model
here s another

This inder the

Which permits use, GBN? nd
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